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Abstract

In this paper a new method for single image Super-
Resolution using some high resolution images is proposed.
It is assumed that each high resolution image shows a re-
gion of the low resolution image, with some differences
about illumination or view point. These differences may be
due to taking photos in different times, camera motion or
unequal zooming. In the proposed method each high reso-
lution image is mapped to a resized version of the given low
resolution image using homography matrix and RANSAC
method, which are known in computer vision context. The
mapped image is fused with the LR image for producing a
synthesized image. The mentioned method is repeated for
each of the HR images. The resulting image has higher res-
olution only on its regions corresponding to HR images. The
experimental results show the superior performance of the
proposed method against some other methods in term of fi-
nal perceived quality.

1. Introduction

In recent years digital cameras have been papular. Many
of these devices, have optical zoom and can save photos
with different resolutions. Enhancing the images and videos
is one of the growing domain of image processing applica-
tions. Among the various image enhancement and restora-
tion methods, Super-Resolution(SR) methods are the only
ones which produce an output image that has higher resolu-
tion than the input image. The special case which we have
one input and one output named as Single-Input Single-
Output (SISO) category in Super-Resolution context[3].
The origin of the more general from of Super-Resolution
known as Multiple Input Single Output(MISO) come back
to work of Tsai and Huang [17] in 1984, motivated by the
need to improve the resolution of images acquired by the
Landsat 4 satellite [3]. The analysis performed by Lin and

(a) LR Image (b) HR No.1 (c) HR No.2 (d) HR No.3

Figure 1. One LR and three HR images of a
portion of bas relief of Darius, which have
different resolutions, illuminations and view
points.

Shum[12], indicates that to achieve super resolution at large
magnification factors, reconstruction based algorithms are
not favorable and one should try other kinds of super res-
olution algorithms, such as model-based or example-based
algorithms. The model-based approaches import plausible
high-frequency textures from an image database into the
low resolution image. Figure 1 shows one Low Resolution
(LR) and three High Resolution (HR) images –as training
data– from bas relief of Darius. The view point, resolution
and the illumination of images are slightly different with
each other. These methods have gained significant interests
in recent years because it promises to overcome the limit of
reconstruction-based SR [15].

In previous example-based super-resolution algorithms
[2, 6, 10] during the training phase, pairs of LR and the
corresponding HR image patches are collected. Then, in
the super-resolution phase, each patch of the given LR im-
age is compared to the stored LR patches, and the HR patch
corresponding to the nearest LR patch is selected as the out-
put. Freeman et al.[6] used a set of HR images as training
data set. The super-resolution was performed by the Nearest
Neighbor-based estimation of high-frequency patches based
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on the corresponding patches of input low-frequency image.
The corresponding high frequencies patch of the best match
has been selected for enhancing the resolution of the LR
patch.

Although the mentioned method has already shown an
impressive performance, there is still room for improvement
if we do not restrict ourself to small patches. In this paper
a different approach for single image Super-Resolution is
proposed which is based on this extra assumption that some
high resolution images of the same scene is available. Here
instead of taking small training patches from HR images,
we considered the whole part of HR image for increasing
the resolution of the input low resolution image. It is sup-
posed that the HR image may be different with the LR im-
age from the following aspects:
View Point, due to camera movement,
Illumination, due to different of exposure time or taking
photos in distinctive times.
Resolution, due to unequal zooming or changing the reso-
lution setting of camera, or using different devices for image
capturing.

In many situations we encountered with the above con-
ditions. An example is when the owner of digital camera,
takes photos with different resolution, because of storage
capacity limitation or due to camera restrictions (such as
mobile phones). In the these situations he/she likes to en-
hance his/her LR images using HR images. Sometimes our
HR images could not cover the entire scene of LR image. In
the proposed method, only the resolution of those parts of
the LR image correspond to HR images will be increased.
In contrast to [16], which noted that “variable resolution
image representations and viewers are not common”, based
on the aforementioned situations, we believe that “variable
resolution image representations and viewers are now com-
mon”.

The reminder of this paper is organized as follows: the
proposed method is explaind in section 2. The experimen-
tal results and conclusion are provided in sections 3 and 4,
respectively.

2. The Proposed Method

As mentioned in the previous section, the previous
model-based methods act on small patches. In the proposed
method we use the entire of training HR image for resolu-
tion enhancement of the imput LR image.

The chief idea of the proposed method is mapping each
HR image to a suitable region of the LR image and fus-
ing the result, so that we have a homogenous output. The
overall framework of the proposed method is illustrated in
figure 2. Because the main steps are identical for every HR
image, the proposed method is described for one HR image.
The process repeats for other HR images. The main steps
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Figure 2. The overall framework of LR image
enhancement using HR Images.

of the proposed method are resizing the LR image, estima-
tion of the transformation model, mapping HR image to LR
image, and fusion of mapped HR image and resized LR im-
age. In the following sub-sections each stage illustrated in
figure 2 will be explained with more details.

2.1. Resizing the LR image

As [6] we apply an initial analytic interpolation, such
as replication or cubic spline, for enlarging the LR im-
age. This generates an image of the desired number of
pixels that lacks high-resolution details. But in contrast
to usual super-resolution methods, which is supposed that
magnification factor is an integer number; here this factor
is dependent to the relative resolutions of LR and HR im-
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ages. A roughly estimation of scale factor may be taken
by visually investigation of two images; but here an au-
tomated method for estimating the resizing factor, based
on their common key-points is proposed. Suppose that
{(P1, Q1), . . . , (PN , QN )} are N corresponding key-point
pairs of two images, where Pi = (xi, yi)T is the coor-
dinate of the ith key-point in HR image, and Qi is its
corresponding point in LR image. Let {r1, . . . , rn} and
{s1, . . . , sn} be two sets containing n ≤ N random indices
(1 ≤ ri, si ≤ N ). The distance dHR

i = norm(Pri − Psi)
is the Euclidian distance between two points Pri and Psi

in HR image; and dLR
i = norm(Qri − Qsi) is the dis-

tance between the corresponding points of Pri
and Psi

in
LR image. The value 1

n

∑n
i=1 dHR

i /dLR
i is an estimation

of the scale of two images. For robustness against the out-
liers, instead of averaging, the median of the proportion of
key-points distances has been used as follows:

scale = Median{dHR
1 /dLR

1 , . . . , dHR
n /dLR

n } (1)

and resize the LR image with the computed scale, only if
scale > 1.

Our experimental results show that resizing the LR im-
age, with the mentioned method produces larger number of
inlying matches.

2.2. Finding Interest-points

For mapping HR image to LR image we have to find the
homography matrix between them. A feature based regis-
tration method has been used here. Among the usual fea-
ture points, we tried Harris corners[8] and Lowe SIFT key-
points[13] as interest-points and found that SIFT key-points
produce better transformation models and are more suitable
than Harris corners. Many of the huge amount of possible
key-points pairs, are removed based on the suggestion of D.
Lowe[13]: the matches are identified by finding the 2 near-
est neighbors of each key-point from the first image among
those in the second image, and only accepting a match if
the distance to the closest neighbor is less than a speci-
fied threshold of that to the second closest neighbor. But
this set contains some false matches yet, hence we have to
use a better outlier detection method for achieving a reliable
transformation model between images.

2.3. Outlier Removal and Transformation
Model Estimation

RANdom SAmple Consensus (RANSAC) algorithm of
Fischler and Bolles[5] partitions the data set into inliers (the
largest consensus set) and outliers (the rest of the data set),
and also delivers an estimate of the model, computed from
the minimal set with greatest support [9]. In this paper, the
model is a planar homography, and the data is a set of 2D

(a) Some points on HR
Image.

(b) The mapping of the
specified points on LR
image.

Figure 3. Mapping some points on HR image
to LR image coordinates using the estimated
homography matrix by RANSAC.

point correspondences, hence the minimal subset consists of
four correspondences. In the next section mapping the HR
image onto LR image has been done using the estimated
model by RANSAC.

2.4. Mapping HR image on LR image using
the Homography Matrix

By definition[9] a planar projective transformation is
a linear transformation on homogeneous 3-vectors repre-
sented by a non-singular 3x3 matrix H: x′

1

x′
2

x′
3

 =

 h11 h12 h13

h21 h22 h23

h31 h32 h33

  x1

x2

x3

 (2)

so that the point X can be transformed to X ′ by X ′ = HX .
Now, HR image can be mapped to LR image with the ho-
mography matrix estimated by RANSAC. Figure 3 shows
the result of the mapping some points in HR image to LR
image using the estimated H . In transforming an image, a
situation which may be happen frequently, is transforming
two or more points in source image to one point in trans-
formed image. It causes some holes in transformed image.
If X ′ be a hole point in transformed image, we estimated
its corresponding point from source image by H−1X ′ and
filled the hole by the value of X .

2.5. Tuning the Homography with an Area-
based Registration Method

Some times the estimated transformation model is not
accurate enough. Usually the motion parameters estimated
by the feature-based method, are refined by an area-based
method [15]. One of the famous registration methods which
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is used here is the pioneering work of Lucas and Kanade
[14, 1]. This is an area-based method which is based on
using of a Taylor series approximation of the images. The
motion parameters are the unknowns in the approximation,
and they can be computed from the set of equations that can
be derived from this approximation.

2.6. Fusion

Image fusion is the process by which two or more im-
ages are combined into a single image retaining the im-
portant features from each of the original images. Fusion
techniques include the simplest method of pixel averaging
to more complicated methods such as principal component
analysis and wavelet transform fusion[7, 11].

In the first approach we used wavelet transform fusion as
the most common form of transform image fusion. Wavelet
transform fusion is more formally defined by considering
the wavelet transforms ω of the two registered input im-
ages I1(x, y) and I2(x, y) together with the fusion rule ϕ.
Then, the inverse wavelet transform ω−1 is computed, and
the fused image I(x, y) is reconstructed:

I(x, y) = ω−1
(
ϕ
(
ω(I1(x, y)), ω(I2(x, y))

))
(3)

Since wavelet coefficients having large absolute values con-
tain the information about the salient features of the images
such as edges and lines, a good fusion rule is to take the
maximum of the corresponding wavelet coefficients. But
the situation encountered in this paper made us to take a dif-
ferent rule. We want to amplify the high frequency details
of LR image using another HR image which represents the
salient features better than LR image, obviously. This leads
us to use the low frequency information of LR image and
high frequency details of HR image as fusion rules for re-
constructing with inverse wavelet transform. When the LR
and HR images have illumination differences this approach
performs well like blending procedure in Panorama context
[4].

Also we tested the pixel averaging fusion method. Our
experimental results on some other images (not shown here)
showed that fusion with wavelet produces better results than
pixel averaging method.

As was shown in figure 2, the above procedure repeated
for each of the training HR images. The result of each it-
eration considered as the new input LR image for the next
iteration.

3. Experimental Results

Comparison with criteria such as mean square error im-
peded by lack of a high resolution version of our LR image.
Hence we used the method introduced by Wang et al.[18]

Bicubic Freeman RegSR AR−RegSR
0
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3

4

5

6

7

8

9
No−Reference Criteria

8.41
8.83 8.61 8.67

Figure 4. Quantitative comparison using No-
Reference Perceptual Quality Assessment
method [18].

which is a no-reference quality measurement algorithm for
JPEG compressed images. Figure 4 shows the compari-
son results for various methods. In figure 4 RegSR stands
for the proposed method (Regional Super-Resolution) with-
out the area-based tuning stage and AR-RegSR stands for
the proposed method with the mentioned refining step. The
score returned by Wang’s method typically has a value be-
tween 1 and 10 (10 represents the best quality, 1 the worst).
As can be seen in figure 4 the two forms of the proposed
method have better scores with respect to classical bicubic
interpolation; but the Freeman method achieved the highest
score.

Figure 5 shows a subjective comparison between differ-
ent methods on a magnified portion of their results. The pro-
posed method (5(c)) produced the best result. Because we
have not applied a seamless blending approach, the border
of the mapped regions are obvious in figure 5(c)). Although
based on the quantitative comparison (figure 4) Freeman’s
method is better than our approach, but inspection of the re-
sults shown in figure 5 indicates that the proposed method
is very better than the Freeman method, visually. In the ex-
periments, the parameter n in equation 1 was set to 10.

4. Conclusion

In this paper, we proposed a single image super-
resolution method that, in principle, can be used for en-
hancing the resolution of some parts of LR image with
arbitrary magnification factors up to HR training images.
We accepted a few differences between LR and HR im-
ages including: slightly differ in view point, illumination
and zooming differences. The high frequncies details of
the input LR image are amplified by fusing a mapped ver-
sion of HR image to it. In contrast to previous works,
which enhance the whole LR image, since the used train-
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(a) Bicubic (b) Freeman[6] (c) AR-RegSR

Figure 5. Close-up of bicubic resizing
method, Freeman’s example-based method
[6], and the proposed method for enhancing
the image shown in figure 1(a) using HR im-
ages 1(b)-1(d).

ing HR images did not covered the entire LR image plane,
the resolution of some part of LR image was enhanced.
It is why we named our method Regional Varying Super-
Resolution. Many methods use integer magnifying factor
but our method can be used with any magnification fac-
tor up to HR images, due to the proposed resizing algo-
rithm. The proposed method can be used in Panorama con-
text when the images in hand are non-overlapped with each
other, but a low resolution image from the entire scene is
available. The LR image can be used as a canvas for stitch-
ing the non-overlapping images to it and producing the de-
sired Panorama. Our experiments 1 showed that this algo-
rithm outperforms in quality the classical bicubic interpo-
lation and the example based method of Freeman. Dealing
with parallax, moving objects and shadows are the subject
of the future researches in this area.
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